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Abstract
The paper describes briefly the first-ever annotated Bulgarian digital lexical
resources, which were developed in the frame of EC project MULTEXT-East,
and some results of an experiment in automatic part-of-speech disambigua-
tion, based on these resources.

Introduction
Multilingual free-access language resources for research purposes have been
produced in the frame of the EC projects MULTEXT, MULTEXT-East, and
CONCEDE. The MULTEXT project created the first annotated large-scale
multilingual corpus for seven Western European languages: Dutch, English,
French, German, Italian, Spanish, and Swedish. MULTEXT-East (MTE)
project is an extension of the MULTEXT project (Ide and Véronis 1994).
The MULTEXT’s methodology and lingualware were used for the devel-
opment of language resources in six Central and Eastern European (CEE)
languages: Bulgarian, Czech, Estonian, Hungarian, Romanian, and Slovene
(Dimitrova et al. 1998). The MTE project also adapted existing tools and
standards to these languages. Both projects, MULTEXT and MTE, created
the first annotated large-scale multilingual corpus for 13 European languages.
The MTE project built a new annotated multilingual corpus (MTE corpus),
composed of material comparable to MULTEXT’s. In this way, examples
were provided for the applicability of, firstly, MULTEXT’s multilingual tools
(especially engine-based tools, alignment software, and multilingual extrac-
tion tools) to CEE languages, and secondly, the Text Encoding Initiative
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(TEI) Guidelines and MULTEXT’s TEI-based corpus markup standard to
CEE languages, as well as the MULTEXT-EAGLES pan-European lexical
specifications and part-of-speech (POS) tagset (Ide and Sperberg-McQueen
1995, Sperberg-McQueen and Burnard 1994).

Bulgarian MTE digital resources
The MTE digital lexical resources contain multilingual MTE corpus and
a dataset of language-specific resources (Dimitrova 1998, Dimitrova et al.
2005). The first-ever annotated Bulgarian MTE digital lexical resources,
which were developed in the frame of EC project MULTEXT-East, were
used for various purposes and applications to language engineering. One of
the significant applications was an experiment for automatic part-of-speech
disambiguation. The experiment was carried out through word-level mor-
phosyntactic markup Bulgarian translation of George Orwell’s novel “1984”.
As a result, a text was obtained, such that every word-form in it was an-
notated with the most relevant POS tag. The text is thus presented in the
form of a most linguistically informative document.

The MTE language-specific resources contain morphosyntactic specifica-
tions (coded as MorphoSyntactic Descriptions — MSDs) for the six CEE
languages, as well as for English, and data for use with the various annota-
tion tools, namely:

• Segmentation rules. These include rules describing the form of sentence
boundaries, quotations, numbers, punctuation, capitalization, etc.

• Special tokens. The language-specific data required by the segmenta-
tion tools includes lists of special tokens (frequent abbreviations and
names, titles, patterns for proper names, etc.) with their types.

• Morphological rules. The project is providing morphological rules for
the MULTEXT-East languages, needed by the morphological tools.
The rules provide exhaustive treatment of inflection and minimal deriva-
tion. Each lemma in the lexical lists used by the project is associated
with its part(s) of speech and morphological rules.

• Lexicon (Lexical lists). For the purposes of the corpus morpho-lexical
processing, the MULTEXT-East consortium developed language-specific
word-form lexical lists covering at least the words appearing in the cor-
pus. For each of the six MTE languages, as well as for English, a lexical
list containing at least 15,000 lemmas is being developed, for use with
the morphological analyser. Each lexicon entry includes information
about the: inflected-form, lemma, POS, and morphological specifica-
tions. A mapping from the morphosyntactic information contained in
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the lexicon to a set of corpus tags (used by the part-of-speech disam-
biguator) is also provided, according to the MULTEXT tagging model.

A lexicon entry has the following structure:

word-form <TAB> lemma <TAB> MSD <TAB> comments

where word-form represents an inflected form of the lemma, characterised by
a combination of feature values encoded by MSD-code; the forth column,
comments, which is optional, is currently ignored and may contain either
comments or information processable by other tools.

A Bulgarian Lexicon excerpt follows:

Word-Form Lemma MSD
katerexe kater� Vmii2s
katerexe kater� Vmii3s
kateri kater Ncmp-n
kateri kater� Vmia2s
kateri kater� Vmia3s
kateri kater� Vmip3s
kateri kater� Vmm-2s
katerite kater Ncmp-y
katerite kater� Vmip2p
kateriqkata kateriqka Ncfs-y
katinarqe = Ncns-n
kato = Css
kato = Sp

The morphosyntactic descriptions are provided as strings, using a lin-
ear encoding; a relatively efficient and compact way to represent the flat
attribute-value matrices. In this notation, the position in a string of char-
acters corresponds to an attribute, and specific characters in each position
indicate the value for the corresponding attribute. That is, the positions in
a string of characters are numbered 0, 1, 2, etc., and are used in the follow-
ing way: the character at position 0 encodes part-of-speech; each character
at position 1, 2, . . . , n, encodes the value of one attribute (person, gender,
number, etc.), using the one-character code; if an attribute does not apply,
the corresponding position in the string contains the special marker “-“ (hy-
phen). By convention, trailing hyphens are not included in the lexical MSDs.
Such specifications provide a simple and relatively compact encoding, and are
in intention similar to feature-structure encoding used in unification-based
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grammar formalisms. When the word-form is the very lemma, then the equal
sign is written in the lemma-field of the entry (“=”). Here we can mention
that the number of attributes, for example, for a POS noun are 10, with
values for these attributes being 54; correspondingly, for a POS verb there
are 13 attributes with 53 values; for a POS pronoun there are 16 attributes
with 83 values; for a POS adjective — 12 and 61; for a POS adverb — 5
and 20; for a POS numeral — 12 and 72; for a POS conjunction — 7 and
21, which can be noted in the Appendix.

The MTE corpus is composed of three major parts:

(1) Multilingual Comparable Corpus
For each of the six CEE languages, the comparable corpus included two

subsets of at least 100,000 words each, consisting of

• fiction, comprising a single novel or excerpts from several novels;
• newspapers.

The data was comparable across the six languages, in terms of the number
and text size. The entire multilingual comparable corpus was prepared in Ces
format (Ces: Corpus Encoding Standard), manually or using ad-hoc tools,
and was automatically annotated for tokenization, sentence boundaries, and
part-of-speech annotation using the project tools.

(2) Multilingual Speech Corpus
MTE records a small corpus of spoken texts in each of the six languages.

(3) Multilingual Parallel Corpus
The parallel MULTEXT-East corpus consists of six integral translations

of George Orwell’s “1984”: besides the original English version, the corpus
contains translations in Bulgarian, Czech, Estonian, Hungarian, Romanian
and Slovene, and includes approximately 100,000 words per language. For
each language, the corpus was marked and validated for paragraph and sen-
tence boundaries.

Structure of MTE parallel corpus
There are four versions of this parallel corpus, corresponding to the different
levels of annotation:

• the original texts,
• the CesDOC encoding,
• the CesAlign aligned versions,
• the CesANA encoding.
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The original texts corpus consists of seven texts of George Orwell’s
Nineteen Eighty-Four : besides the original English text, the corpus contains
translations in the six project languages.

The CesDOC encoding version contains original texts, marked-up in
SGML format, (SGML: StandardGeneralizedMarkup Language) (Burnard
1995). SGML-markup has made for gross document structure (major text di-
visions), down to the level of the paragraph/sub-paragraph and the sentence
boundaries: <div>-</div>, <p>-</p>, and <s>-</s> tags.

An example of the CesDOC encoding follows:

<text>

<body lang=bg id=Obg.1984>

<div id="Obg.1" type=part n=1>

<div id="Obg.1.1" type=chapter n=1>

<p id="Obg.1.1.1">

<s id="Obg.1.1.1.1"> Aprilski�t den be �sen i studen, qasovnicite bieha trina�set
qasa. </s>
<s id="Obg.1.1.1.2"> S glava, sguxena me�du ramenete, za da se skrie ot l�ti�
v�t�r, <name type=person> Uinst�n Smit </name> se xmugna b�rzo prez ost�kle-
nite vrati na �iliwen dom <name type=place rend=dblq>

Pobeda</name>, no ne tolkova b�rzo, qe da popreqi na vihruxkata prahol�k da
nahlue s nego. </s></p>
<p id="Obg.1.1.2">

<s id="Obg.1.1.2.1"> V koridora mirixexe na vareno zele i stari parcaleni iz-
trivalki. </s>
<s id="Obg.1.1.2.2"> Na stenata v edini� mu kra� be zakaqen s kab�rqeta cveten
plakat, prekaleno gol�m za kakvoto i da e pomewenie. </s>

The CesAlign aligned version - the CesAlign version is associated
with each of the non-English texts, which includes links between sentences
(in the cesDoc encoding) for each text (non-English and English), thus pro-
viding a parallel alignment at the sentence level. For each language, the
corpus was marked and validated for alignment. Alignment between each
of the six CEE languages and the English text ensures six pair-wise align-
ments. The alignments were obtained by two different aligners (MULTEXT-
aligner and Vanilla aligner), with accuracy ranging between 75 and 80% and
were afterwards hand-validated and corrected. For Bulgarian, the alignment
was made by the Vanilla aligner. The table below shows the distribution of
Bulgarian-English sentences alignment, 6699 bilingual links in total:
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Aligned
Bulgarian-English pairs Nr. Proc

2-2 2 0.030017%
2-1 23 0.345190%
1-2 36 0.540297%
1-1 6637 99.074487%
0-1 1 0.014970%

Example. The MTE aligned version for Bulgarian (Bulgarian-English
aligned “1984”) 1-1 aligned correspondence sampler follows:
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
<Obg.1.1.1.1>Aprilski�t den be �sen i studen, qasovnicite bieha trina�set qasa.
<Oen.1.1.1.1>It was a bright cold day in April, and the clocks were striking thirteen.
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
<Obg.1.1.1.2>S glava, sguxena me�du ramenete, za da se skrie ot l�ti� v�t�r,
Uinst�n Smit se xmugna b�rzo prez ost�klenite vrati na �iliwen dom Pobeda,
no ne tolkova b�rzo, qe da popreqi na vihruxkata prahol�k da nahlue s nego.
<Oen.1.1.1.2> Winston Smith, his chin nuzzled into his breast in an effort to escape
the vile wind, slipped quickly through the glass doors of Victory Mansions, though not
quickly enough to prevent a swirl of gritty dust from entering along with him.
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

The CesANA encoding version — the Orwell corpus is available as
a tokenised and morphosyntactically tagged cesAna document. The list of
cesAna encoding elements for tokens and morphosyntactic annotation enco-
ding includes:

• <tok> contains a token, consisting of its orthographic form in the
original document, followed optionally by disambiguated corpus tag
and one or more options of morphosyntactic information associated
with the token, tokens are of TYPE=WORD or PUNCT;

• <orth> contains the orthographic form of the token as it appears in
the original;

• <disamb> contains one disambiguated corpus tag associated with the
token, i.e. context-dependent, disambiguated lexical information;

• <lex> contains one or more options of morphosyntactic information
associated with the token — ambiguous lexical information;

• <base> the base or lemma of a token (lemmatized form for the mor-
phosyntactic information given in the associated <msd> element);

• <msd> the MSD of a token;
• <ctag> contains the corpus tag associated with the morphosyntactic

information.
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How to obtain a cesana encoded document
To arrive at the tokenised and tagged cesAna Orwell document (for example,
a Bulgarian Orwell’s “1984”) the following steps have been performed:
1. cesDoc version has been simplified and converted to cesAna encoding,
2. the text (the result of step 1.) was tokenized,
3. the tokens (the result of step 2.) were annotated with lexical (ambiguous
MSDs) lemmas and tags,
4. the lexical information was disambiguated.

The software tools with which the above-mentioned steps were carried
out were developed within the MULTEXT project, but the data input came
from MTE language-specific resources.

At first, the Bulgarian text from the MTE corpus was segmented by
means of the segmenter MTSeg — a tokenizer. The segmenter is a language-
independent and configurable processor used to tokenize input text, given
in one of the three possible formats: plain text, a normalized SGML form
(nSGML) as output by another MULTEXT tool (MTSgmlQl), or a tabular
format (also specific to MULTEXT processing chain). The output of the seg-
menter is a tokenized form of the input text, with paragraph and sentence
boundaries marked-up. Punctuation, lexical items, numbers and several al-
phanumeric sequences (such as dates and hours) are annotated with various
tags out of a hierarchy class structured tag set. The language specific beha-
vior of the segmenter is driven by several language resources (abbreviations,
compounds, split words, etc.), incl. segmentation rules and special tokens.

To explain the structure of the final documents, first consider a fragment
of the English cesDoc Orwell:
<p id="Obg.1.1.1">
<s id="Obg.1.1.1.1">

Aprilski�t den be �sen i studen, qasovnicite bieha trina�set qasa.
</s>
<s id="Oen.1.1.1.2">
S glava, sguxena me�du ramenete, za da se skrie ot l�ti� v�t�r,

<name type=person>Uinst�n Smit</name>,
se xmugna b�rzo prez ost�klenite vrati na �iliwen dom
<name type=place>Pobeda</name>,

no ne tolkova b�rzo, qe da popreqi na vihruxkata prahol�k da nahlue s nego.
</s>
</p>

At the S (Sentence) level the documents have been tokenised according
the lexical resources of the language and are encoded as TOKen elements.
Tokens are either “normal” words, compounds, separable parts of words (“cli-
tics”), or punctuation marks. They are distinguished by the value of the to-
ken’s TYPE attribute. The values used are WORD for words, and PUNCT
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for punctuation marks. The word or punctuation mark is contained in the
ORTH element. The punctuation tokens are annotated with (unambiguous)
corpus tags, which identical across the languages of MULTEXT-East.

The following example illustrates this markup:
<par from=”Obg.1.1.1”>
<s from=”Obg.1.1.1.1”>
<tok type=WORD><orth> Aprilski�t </orth></tok>
<tok type=WORD><orth>den</orth></tok>
<tok type=WORD><orth>be</orth></tok>
<tok type=WORD><orth>�sen</orth></tok>
<tok type=WORD><orth>i</orth></tok>
<tok type=WORD><orth>studen</orth></tok>
<tok type=PUNCT><orth>,</orth><ctag>COMMA</ctag></tok>
<tok type=WORD><orth> qasovnicite </orth></tok>
<tok type=WORD><orth>bieha</orth></tok>
<tok type=WORD><orth> trina�set </orth></tok>
<tok type=WORD><orth>qasa</orth></tok>
<tok type=PUNCT><orth>.</orth><ctag>PERIOD</ctag></ctag>
</tok>
</s>

When the input text was segmented, the next tool — MTLex — from
MULTEXT tools was used: a dictionary look-up procedure assigns to each
lexical token all its possible morpho-syntactic descriptors (MSDs). Corre-
sponding lines for morphosyntactic annotation of the Bulgarian phrase “den
be” in output of MTLex (in English “day was” — from the first sentence of
the “1984”: It was a bright cold day in April, and the clocks were striking
thirteen.) are:
1.2.1.1.1.1.1.1\12TOK den den\Ncms-\NCMS-N
1.2.1.1.1.1.1.1\16TOK be be\Qgs\QGS|s�m\Vaia2s\VAIA2S|s�m\Vaia3s\VAIA3S

At the next step the text was tokenized. The word tokens are anno-
tated both with ambiguous lexical information (in the <lex> elements of
the token), and with disambiguated, context-dependent, information (in the
<disamb> element(s)). Both elements contain the <base> (lemma) of the
token, its morphosyntactic description <msd>, and its language depended
corpus tag — <ctag>— as illustrated in the following example, the first sen-
tence of the Bulgarian translation of “1984” — Aprilski�t den be �sen i
studen, qasovnicite bieha trina�set qasa. (In English: It was a bright
cold day in April, and the clocks were striking thirteen.)
<par from=‘Obg.1.1.1’>

<s from=‘Obg.1.1.1.1’>
<tok type=WORD from=‘Obg.1.1.1.1\1’>
<orth Aprilski�t </orth>
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<disamb><base>aprilski </base><ctag>AMS</ctag></disamb>
<lex><base> aprilski</base><msd>A–ms-f</msd><ctag>AMS</ctag>

</lex>
</tok>
<tok type=WORD from=‘Obg.1.1.1.1\12’>
<orth> den </orth>
<disamb><base> den </base><ctag>NCMS-N</ctag></disamb>
<lex><base> den </base><msd>Ncms-n</msd><ctag>NCMS-N</ctag>

</lex>
</tok>
<tok type=WORD from=‘Obg.1.1.1.1\16’>
<orth> be </orth>
<disamb><base>s�m </base><ctag>VAIA3S</ctag></disamb>
<lex><base> be </base><msd>Qgs</msd><ctag>QG</ctag></lex>
<lex><base> s�m </base><msd>Vaia2s</msd><ctag>VAIA2S</ctag>

</lex>
<lex><base> s�m </base><msd>Vaia3s</msd><ctag>VAIA3S</ctag>

</lex>
</tok>
<tok type=WORD from=‘Obg.1.1.1.1\19’>
<orth> �sen </orth>
<disamb><base> �sen </base><ctag>AMS</ctag></disamb>
<lex><base> �sen </base><msd>A–ms-n</msd><ctag>AMS</ctag>

</lex>
<lex><base> �sen </base><msd>Ncms-n</msd><ctag>NCMS-N</ctag>

</lex>
</tok>
<tok type=WORD from=‘Obg.1.1.1.1\24’>
<orth> i </orth>
<disamb><base> i </base><ctag>CC</ctag></disamb>
<lex><base> i </base><msd>Ccs</msd><ctag>CC</ctag></lex>
<lex><base> i </base><msd>I-s</msd><ctag>I</ctag></lex>

</tok>
<tok type=WORD from=‘Obg.1.1.1.1\26’>
<orth> studen </orth>
<disamb><base> studen </base><ctag>AMS</ctag></disamb>
<lex><base> studen </base><msd>A–ms-n</msd><ctag>AMS</ctag>

</lex>
</tok>
<tok type=PUNCT from=‘Obg.1.1.1.1\32’>
<orth>,</orth>
<ctag>COMMA</ctag>

</tok>
<tok type=WORD from=‘Obg.1.1.1.1\34’>
<orth>qasovnicite</orth>
<disamb><base>qasovnik</base><ctag>NCMP-Y</ctag></disamb>
<lex><base>qasovnik</base><msd>Ncmp-y</msd><ctag>NCMP-Y<

/ctag></lex>
</tok>
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<tok type=WORD from=‘Obg.1.1.1.1\46’>
<orth>bieha</orth>
<disamb><base>bi�</base><ctag>VMII3P</ctag></disamb>
<lex><base>bi�</base><msd>Vmii3p</msd>

<ctag>VMII3P</ctag></lex>
</tok>
<tok type=WORD from=‘Obg.1.1.1.1\52’>
<orth>trina�set</orth>
<disamb><base> trina�set </base><ctag>MC</ctag></disamb>
<lex><base> trina�set </base><msd>Mc-p-ln</msd><ctag>MC</ctag>

</lex>
</tok>
<tok type=WORD from=‘Obg.1.1.1.1\63’>
<orth>qasa</orth>
<disamb><base>qas</base><ctag>NCMS-S</ctag></disamb>
<lex><base>qas</base><msd>Ncms-s</msd><ctag>NCMS-S</ctag>

</lex>
<lex><base>qas</base><msd>Ncmt</msd><ctag>NCMT</ctag></lex>

</tok>
<tok type=PUNCT from=‘Obg.1.1.1.1\67’>
<orth>.</orth>
<ctag>PERIOD</ctag>

</tok>
</s>

Let us look at the Bulgarian phrase “den be” (in English “day was” —
from the first sentence of the “1984”):
<tok type=WORD from=‘Obg.1.1.1.1\12’>

<orth>den</orth>
<disamb><base>den</base><ctag>NCMS-N</ctag></disamb>
<lex><base>den</base><msd>Ncms-n</msd><ctag>NCMS-N</ctag></lex>

</tok>
<tok type=WORD from=‘Obg.1.1.1.1\16’>

<orth>be</orth>
<disamb><base>s�m</base><ctag>VAIA3S</ctag></disamb>
<lex><base>be</base><msd>Qgs</msd><ctag>QG</ctag></lex>
<lex><base>s�m</base><msd>Vaia2s</msd><ctag>VAIA2S</ctag></lex>
<lex><base>s�m</base><msd>Vaia3s</msd><ctag>VAIA3S</ctag></lex>

</tok>

We should now state that the annotation is correct both in the<disamb>,
as well as in the <lex> elements. The <lex> elements of the token repre-
sent its ambiguity class (only one of the <lex> elements is correct in the
given context!). In cases where the tagger or human could not decide how to
disambiguate there may be more <disamb> elements for one token. In this
case each <disamb> element appears among the <lex> elements as well.
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The table shows some statistical data of tag usage in Bulgarian and
English Orwell’s “1984”:

Lang tokens words disamb lex base MSD
BUL 101173 86020 86020 156002 242022 156002
ENG 118102 103997 187526 214404 401930 401930

As is clear, the Bulgarian version contains: 156002 units of ambiguated
lexical information; such is the number of MSDs of the tokens as well; bases
or lemmata of the tokens are 242022.

For Bulgarian the relation between the number of the words (equal to
the units of disambiguated lexical information), lex (equal to MSD), and
base is: number of the words plus number of the lex equals the number of
base (86020 + 156002 = 242022).

Automatic disambiguation of bulgarian Orwell’s “1984”
Automatic disambiguation is a very important application for many na-
tural language processing tasks. Assigning of the correct lemma (base form)
to each word-form in an annotated text is not trivial for Bulgarian, as there
is no statistical data that can provide disambiguation of the annotated text.
Geneva’s ISSCO tagger 2.22 was used for Bulgarian. ISSCO tagger 2.22 is a
POS disambiguator; it takes as input the output of the morphological ana-
lyser, consisting of word-forms associated with one or several possible POS
tags (with morphological information, and lemma).

The linguistic data resources for ISSCO tagger 2.22 are provided by two
language specific tables: tbl.tag.corpus.bg, containing MSDs, and states.list,
containing Corpus tags (Ctags). (A tag is a specific identifier — a string
of characters identifying an element — that marks the boundaries of an
element. A Ctag contains the corpus tag associated with the morphosyntactic
information, i.e. provides POS-information in the form of a corpus tag.)

The file “tbl.tag.corpus.bg” contains 326 elements distributed in two co-
lumns: the 326 MSDs in its first column and the corresponding 326 Ctags
in its second column. The correspondance is 1-1 (see bellow an excerpt for
a POS Verb):

Vmpa-sfa-n VMPA-SFA-N
Vmip3p VMIP3P
Vmip3s VMIP3S
Vmm-2p VMM-2P
Vmm-2s VMM-2S
Vmpa-p-a-n VMPA-P-A-N
Vmpa-p-a-y VMPA-P-A-Y
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The table tbl.tag.corpus.bg was used to prepare the file "states.list" (the
list of Ctags for Bulgarian) the ISSCO tagger 2.22 works with. In order to
run the tagger for disambiguation of the annotated text, we had to reduce
the number of Ctags. Since some attributes of the MSDs do not apply for
Bulgarian, the number of the Ctags was further reduced by dropping off
some positions in the MSDs. Generally, the principle of the reduction was
to exclude these features that are not specific for Bulgarian, without losing
information. Such features occur mostly in adjectives, pronouns and nume-
rals. The reduction did not affect the descriptions of nouns and verbs. For
example, the MSD of an adjective of type "A–ms-y" (adjective, masculine,
singular, definite) was reduced to Ctag "ASM" (adjective, singular, mascu-
line), and the MSD of an adjective of type "A–ms-n" was reduced to Ctag
"AMS". We thus reduced the nine MSDs of a POS adjective to four Ctags
of a POS adjective:

A–p-n AP A–ms-n AMS
A–p-y AP A–ms-f AMS
A–fs-y AFS A–ms-s AMS
A–fs-n AFS A–ns-y ANS

A–ns-n ANS

After we reduced the number of Ctags to 117 in this way, we filled out
table states.list as a resource for the tagging program.

The role of the POS disambiguator is to select the most plausible POS
tag on the basis of the local context. The process is based on a Markov model
that selects the most plausible tag using statistical generalization given the
categories of the two preceding words. The statistical method is: accurate
(90-96% correct), efficient (linear time in proportion to the input), language-
independent, etc. The process of disambiguation is accomplished in two steps:
a training phase to estimate the parameters of the model and a testing phase
to select the most probable tags according to this model (employing the
Viterbi algorithm). The tagger was trained on a manually annotated text; in
such cases the annotation of input data for training phase is unambiguous.
The output of each cycle of the training phase is a matrix filled-in with
data of the most relevant tag(s). To realize an automatic disambiguation
of the annotated Bulgarian text by ISSCO tagger 2.22 we carried out two
experiments to train the tagger. In the experiments, we used the manually
tagged chapters 1, 2, and 3 of part 1 and chapter 1 of part 2 of “1984”.

First experiment
In the training process, the Matrix MM has been created by a manually

tagged input text from chapter 2 of part 1, chapter 3 of part 1 (partially),
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and chapter 1 of part 2 with a total word count of 7300, constituting 8.53%
of “1984”.

The 12 consecutive cycles of training with 700 words from chapter 3 of
part 1 gave us the following error rates for disambiguation:
1 cycle: input matrix MM, 3.20% error rate, new matrix MM1
2 cycle: input matrix MM1, 3.01% error rate, new matrix MM2
. . .
6 cycle: input matrix MM5, 2.95% error rate, new matrix MM6
. . .
11 cycle: input matrix MM10, 3.01% error rate, new matrix MM12
12 cycle: input matrix MM11, 3.06% error rate, new matrix MM13

As we observed an increase in the error rate after the 6th cycle, we chose
for testing phase MM5, which gave us a minimum error rate.

For a testing corpus we used the manually tagged full text of chapter
1 of part 1 with a total word count of 5737, constituting 6.68% of “1984”.
The number of Ctags was 117, of MSDs — 326, separately from the set of
punctuation tags.

The statistics data we obtained after the testing phase with the manually
tagged chapter 1 of part 1 (word count 5737) and matrix MM5 is: Word count
— 5737, Error count — 286. This gives us an error rate of 4.99 %.

(The testing phase with the same manually tagged text and matrix
MM10 gives us an error count of 291 for word count of 5737, and an er-
ror rate of 5.07 %.)

Second experiment
In the training process, the Matrix MM has been created by the manually

tagged input text from chapter 1 of part 1, chapter 2 of part 1 (partially),
and chapter 1 of part 2 with a total word count of 12338, constituting 14.21%
of “1984”.

The 9 consecutive cycles of training with 3237 words from chapter 3 of
part 1 gave us the following error rates for disambiguation:
1 cycle: input matrix MM, 5.79% error rate, new matrix MM1
2 cycle: input matrix MM1, 5.40% error rate, new matrix MM2
3 cycle: input matrix MM2, 5.44% error rate, new matrix MM2
4 cycle: input matrix MM3, 5.33% error rate, new matrix MM2
5 cycle: input matrix MM4, 5.37% error rate, new matrix MM2
6 cycle: input matrix MM5, 5.47% error rate, new matrix MM6
7 cycle: input matrix MM6, 5.58% error rate, new matrix MM2
8 cycle: input matrix MM7, 5.61% error rate, new matrix MM2
9 cycle: input matrix MM8, 5.61% error rate, new matrix MM2

As we observed an increase in the error rate after the 4th cycle, the best
matrix from the second experiment is MM3. It gave us a minimum error rate.
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Its error rate of 5.33% is significantly higher than 2.95%! Therefore, we used
the best matrix MM5 from the first experiment to obtain the disambiguated
version of “1984”.

The ambiguously MSD-annotated texts and their corresponding disam-
biguated ones were the basis for building the CesANA encoded version of
the multilingual parallel corpus. Some statistics from the Bulgarian CesANA
document follows: annotated corpus Orwell’s “1984” consists of 87235 words,
where distinct words (lemmata) are 15041, distinct MSDs in the text are 324,
and distinct Ctags — 117. Let us look again at the Bulgarian phrase “den
be” in Obg.CesAna-format (In English “day was” — from the first sentence
of the “1984”: It was a bright cold day in April, and the clocks were striking
thirteen.):

(1) Regarding den
<tok type=WORD from=‘Obg.1.1.1.1\12’>
<orth>den</orth>
<disamb><base>den</base><ctag>NCMS-N</ctag></disamb>
<lex>
<base>den</base>
<msd>Ncms-n</msd>
<ctag>NCMS-N</ctag>

</lex>
</tok>

We could summarize that for the noun den (given by one disambiguation
with one base, and one lex with one base and one MSD, i.e. the 1-1-mapping)
the tagger gives us an unambiguous decision.

(2) Regarding be
<tok type=WORD from=‘Obg.1.1.1.1\16’>

<orth>be</orth>
<disamb><base>s�m</base><ctag>VAIA3S</ctag></disamb>
<lex><base>be</base><msd>Qgs</msd><ctag>QG</ctag>
</lex>
<lex><base>s�m</base><msd>Vaia2s</msd>
<ctag>VAIA2S</ctag></lex>
<lex><base>s�m</base><msd>Vaia3s</msd>
<ctag>VAIA3S</ctag></lex>

</tok>

We could summarize that for the verb-form be (given by one disambigu-
ation with one base, and three lex with three bases and three different MSD,
i.e. the mapping is not 1-1) the tagger gives us an ambiguous decision.

The resulted tagging accuracy for Bulgarian was close to 95.01%, for the
entire text of the Bulgarian translation of “1984” (it is normal that human
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taggers disagree up to 3.5%).

Conclusion
This article briefly reviews experiments for automatic part-of-speech disam-
biguation, based on Bulgarian language resources, carried out through an
annotated Bulgarian text. These language resources were developed for the
first time in Bulgarian in the framework of multilingual research projects of
the European Commission MULTEXT-East. The projects have succeeded in
providing foundational resources for work in Language Engineering in Bul-
garian, for morphological, grammatical, semantic or other research, or as the
basis for development of new applications in natural language processing.
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Appendix

Conjunction (C)
8 Positions, 7 attributes, 21 values
= ======= ======== = EN RO SL CS BG ET HU
P ATT VAL C x x x x x x x
= ======= ======== =
1 Type coordinating c x x x x x x x

subordinating s x x x x x x x
portmanteau r x

*********************************
2 Formation simple s x x x x

compound c x x x x
- - - - - - - - - - - - - - - - - - - - - - - - - -
3 Coord Type l.s simple s x

l.s. repetit r x
l.s. correlat c x
l.s. sentence p x
l.s. words w x
l.s. initial i x
l.s. non initial n x

- - - - - - - - - - - - - - - - - - - - - - - - - -
4 Sub Type negative z x

positive p x
- - - - - - - - - - - - - - - - - - - - - - - - - -
5 Clitic no n x

yes y x
- - - - - - - - - - - - - - - - - - - - - - - - - -
6 Number singular s x

plural p x
- - - - - - - - - - - - - - - - - - - - - - - - - -
7 Person first 1 x

second 2 x
third 3 x

= ======= ======== = EN RO SL CS BG ET HU


